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Abstract— Power consumption is an important issue for cluster energy efficiency becomes an increasingly important cancer
supercomputers as it directly affects their running cost am In storage servers, most memory space is used as buffer
cooling requirements. This paper investigates the memoryrergy cache. Accordingly buffer cache management policies heavi
efficiency of high-end data servers used for supercomputers . . -
Emerging memory technologies allow memory devices to dynam influence the overall memory energy efficiency. In partic-
ically adjust their power states. To achieve maximum energy Ular, under the same workloads, different cache placement
saving, the memory management on data servers needs toand replacement algorithms often create significantlyedift
judiciously utilize these energy-aware devices. As we expk  data layouts across all involved memory chips. Data layouts
different management schemes under four real-world parakl however, determine not only the utilization of each indiatl

1/0 workloads, we find that the memory energy consumption hio. but also th tunities f h chio t
is determined by a complex interaction among four important memory ship, but also the opportunities Tor each chip to save

factors: (1) cache hit rates that may directly translate pefor- ~€nergy through emergent memory technologies such as power-
mance gain into energy saving, (2) cache populating schemesmode scheduling and multiplexing access.
tha_1t perform buffer allocation _and affecy access locality a _the In this paper, we evaluate the memory efﬁciency of high-end
chip level, (3) request clustering that aims to temporally 8n a1 servers used for supercomputing. We develop a detailed
memory transfers from different buses into the same memory . .
chips, and (4) access patterns in workloads that affect therfit trace-driven memory simulator and usg three real-vvprldlpar
three factors. lel /0 workloads to compare the relative energy efficienty o
eight replacement algorithms, includindrU, Belady LIRS
l. INTRODUCTION ARG 2Q, MQ, LRFU and LRU2 We demonstrate that the
As the computing capacity increases rapidly in large-scalgerplay among cache performance, clustering capakbelitg
cluster computing platforms, power management becomesaathe populating schemes appears to be the most important
increasingly important concern. For example, the power defactor in improving memory energy efficiency. In particular
sity of Google clusters with low-tech commodity PCs exceedge have the following conclusions.

700W/ ft*, while the cooling capability in typical data servers , A cache replacement algorithm may directly translate

lies between 70 and 120V/ft* [1], [2]. A large power the performance gain in terms of cache hit rates into
consumption in a cluster not only increases its running,cost  energy saving. But it may yet exhibit inferior capability

but also raises its components’ temperature through ragatl h i clustering memory accesses to a minimum number
dissipation, accordingly reducing the reliability andriesing of memory chips, and thus waste energy unnecessarily.

the maintenance cost. The recent trend towards very-large- we show that a good tradeoff can be achieved if a

scale CIUSterS, with tens of thousands of nodes [3], Wllyonl rep|acement a|gorithm can accurate|y retain both short-

exacerbate the power consumption issue. term and long-term hot blocks in the same set of chips.
Scientific applications usually need to input and output « The strategies used to allocate buffers before the

large amounts of data from secondary storage systems [4]. In cache is full, called cache populating schemes, also
order to alleviate the 1/0 bottleneck, cluster supercoragut affect memory energy efficiency. For all replacement
usually use high-end storage servers with large capacity of algorithms, sequential placement can potentially consume
main memory. For example, the IBM Bluegene at LLNL has less energy than random placement. This is similar to
32 TB memory [5] and up to 2TB memory can be installed the conclusion of paper [7] that advocates sequential
on a single server [6]. Many previous studies [7], [8], [6V&a placement in virtual memory under non-scientific
shown that main memory is one of major sources of power workloads. In buffer cache, the energy gain of sequential
consumption. The energy breakdown measured on a real server placement is particularly significant for workloads with
shows that the memory consumes 41% of the total energy and mainly sequential or large looping patterns. However,
is 50% more than the processors [8]. As the memory capacity the energy benefits of sequential placement are little
continues to increase rapidly in order to bridge the ever- for workloads predominated by random accesses or
widening gap between disk and processor speeds, memory small-looping accesses.



is equal to or larger tha2*'. MQ associates each block with
The rest of the paper is organized as follows. Section aitimer that is set teurrentTime + lifeTime. li feT'ime is
briefly describes the background, including power-awarmme @ tunable parameter that is dependent upon the buffer size an
ory chips, DMA transfers and cache replacement a|gorithrrw,0l‘k|0ad. It indicates the maximum amount of time a block
Section Il presents our evaluation methodology and simulgan be kept in each queue without any access. If the timer of
tion results. Section IV discusses prior related work. Bec¢  the head block ir); expires, this block is demoted int®; ;.

concludes the paper. The time complexity of MQ iO(1).
LIRS uses the distance between the last and second-to-

the-last references to estimate the likelihood of the block
A. Cache Replacement Policies being re-referenced [14]. It categorizes a block with adarg

The buffer cache performance is theoretica”y bounded @}ﬂstance as a cold block and a block with a small distance
the optimalBeladyreplacement algorithm [9] that replaces th@s & hot block. A cold block is chosen to be replaced on a
block whose next reference is farthest in the future. In re@kche miss. LIRS uses two LRU queues with variable sizes to
systems,LRU algorithm or its variances have been widelyneasure the distance and also provides a mechanism to allow
used. In the past two decades, many new algorithms ha¥&old block to compete with hot blocks if the access pattern
been proposed to improve the performance of LRU. The§Banges and this cold block is frequently accessed recently
a|gorithms are described below. The time Complexity of LIRS Ii)(l) Clock—pro [15] is an

LRU-K dynamically records thé*" backward distance of approximation of LIRS.
every blockz, which is defined as the number of references ARCuses two LRU lists.; and L for a cache with a size
during the time period from the lagt" reference tax to Of ¢ [16]. These two lists combinatorially containphysical
the most recent reference 10[10]. A block with the max- Ppages and: identifiers of recently evicted pages. While all
imum K" backward distance is dropped to make space flocks in L; have been referenced only once recently, those
missed blocks. LRU-2 is found to best distinguish infredyen in L2 have been accessed at least twice. The cache space is
accessed (cold) blocks from frequently accessed (hotkblocallocated to thel.; and L, lists adaptively according to their
The time complexity of LRU-2 isD(log, n), wheren is the recent miss ratios. More cache space is allocated to a list if
number of blocks in the buffer. there are more misses in this list. The time complexity of

2Q is proposed to perform similarly to LRU-K but with ARC is O(1). CAR [17] is a variant of ARC based on clock
considerably lower time complexity [11]. It achieves quicklgorithms.
removal of cold blocks from the buffer by using a FIFO queu .

Al;,, an LRU queuedm, and a “ghost” LRU queueil,,; § RDRAM Memory Chips
that holds no block contents except block identifiers. A giss In the RDRAM technology, each memory chip can be
block is initially placed in41,,. When a block is evicted from independently set to a proper state: active, nap, standdy an
Al,,, this block’s identifier is added tall,,,. If a block in Powerdown. In the active state, a chip can perform reading or
Al or Al,, is re-referenced, this block is promotedde:.  Writing and consumes full power. In the other states, the chi
The time complexity of 2Q i€(1). powers off different components to conserve energy. Inehes

LRFU endeavors to replace a block that is both least recenifates, the chip can not service any read/write requestsebef
and least frequently used [12]. A weight(z) is associated it becomes active. The transition from a lower power state to
with every blockz and a block with the minimum weight is @ higher one requires some time delay. Table | summarizes
replaced. the power consumption rate of each state and the time delay
needed to transition among these states.

There are two classes of techniques to control the power
state of a memory chip: static and dynamic. Static techrsique
where A, 0 < A < 1, is a tunable parameter and initiallyalways set a chip to a fixed low-power state. The chip is
C(z) = 0. LRFU reduces to LRU when = 1, and to LFU transitioned back to full-power state only when it needs to
when\ = 0. By controlling A\, LRFU represents a continuousservice a request. After the request is serviced, the chip
spectrum of replacement strategies that subsume LRU anmunediately goes back to the original state, unless there
LFU. The time complexity of this algorithm ranges betweeis another request waiting. In contrast, dynamic techrique

Il. BACKGROUND

Cla) = 1+272C(x) if x is referenced at time;
= 272C(z) otherwise.

O(1) andO(logn), depending on the value of change current power state to the next lower power state only
MQ usesm + 1 LRU queues (typicallym = 8), after being idle for a threshold amount of time. The thredhol
Qo,Q1,...,Qm—1 and Q,.., where@; contains blocks that are dynamically adjusted according to the variation of mgmo

have been referenced at le@éttimes but no more thag**! /O workload. In this paper, we focus on dynamic techniques
times recently, and),,: contains the identifiers of blocksin our energy evaluation.

evicted fromQ in order to remember access frequencies [13]. ) ]

On a cache hit irQ;, the frequency of the accessed block i&+ Network and Disk DMA Operations

incremented by 1 and this block is promoted to the most re-Direct Memory Access (DMA) has been widely used to
cently used position of the next level of queue if its frequen transfer data blocks between main memory and I/O devices



TABLE |

POWER STATES AND TRANSITION DELAY OF ARDRAM CHIP large amount of data, usually containing multiple 512-byte

disk sectors or 4-KByte memory pages. Without multiplexing

[ Power State/Transitior] Power (mW) | Delay | a memory chip is periodically touched during a DMA transfer
Active 300 - and such access period is too short to justify the transition
ﬁta""”dby 1§8 - to a low-power mode [7], [20], [6]. As a result, significant
pofve,down 3 . amount of active energy is V\(asted. However, when DMAs on
Active — Standby 240 | 1 memory cycle different I/0 buses are coordinated to access the same mgemor
Active — Nap 160 | & memory cycles chip, such energy waste can be reduced. For example, when
Active — Powerdown 15 | 8 memory cycles . . .

Standby— Active 240 +6 ns the concurrent re_quesI$ and B in Fig. 1 are directed to the
Nap — Active 160 +60 ns same memory chip, the DMA transfeAd andB1 can overlap
gg’;zrgownl\_l; Active 1%38 +60+°£ ns with each other in time and accordingly one of them takes a
Nap _}ypowergown 15 ~0 ns “free ride” and consumes zero energy, without causing any

performance penalty. Similarly2 and B2 can also overlap
with each other.

including disks and network. Fig. 1 gives an example of disk- m
network datapath for two cache missdsand B, following ) ) ) )
steps from 0 to 3. When a read request arrives through al his section presents th_e energy evaluation of _elght buﬁe_r
network interface (NIC), the server first performs data edgr €ache management algorithms through trace-driven experi-
translation and then checks whether desired data blocks &@Nts-

stored in the main-memory buffer cache. If they are cache&l_, Traces

the host processor on the storage server initiates a network o

DMA operation to transfer the data out directly from the The set of parallel I/O traces used in this study are coltecte
main memory through NIC. If they are not, the processcﬁrrom large supercomputer clusters Wlth more thar_1 800 dual-
first performs a disk DMA transfer to copy the data fron"OC€SSOr nodes at th_e Lawrence L|v§rmore National Labo-
disks to the main-memory buffer cache, and then the proces 0Ty (LLNL) [21]. This set of traces include three paralle
conducts a network DMA transfer to send the data out. F&fientific applicationdgpr2, mlandfl. While these traces were

write requests, the datapaths are similar but flow in therseve collected in a parallel file system that runs on multiple data
direction. servers, we replay these traces on a single high-end servers

with high-end RAIDs, multiple network interfaces, and lkarg
Memary Chips main memory. We do believe this still can provide meaningful
D D D D D D D D D insights since currently many clusters are still using roekw
attached storage systems [3]. The total size of the rawdrace
B2

is more than 800 megabytes. A detailed description to these

. ENERGY EVALUATION

Disk I/0
DMA

Network I/0

A/
/B1

DMA scientific applications are given in paper [21]. The follogi

summarizes the trace characteristics.
K B0 ior2 is a parallel file system benchmark suite developed
Al ,Eg, at LLNL [22]. Based on typical data access patterns of
Disk Array Network scientific parallel applications, this benchmark suitdudes

1/0 Requests

three separate benchmarka2-fileprog, ior2-sharedandior2-
Fig. 1. 1/O path for two cache read missesdrand B typical storage server stride. The traces of these benchmarks are collected on a 512-
following steps from 0 to 3. node cluster. Théor2-fileproc benchmark assigns a different
output file for each node and has the best write performance.
On a storage server, recent DMA controllers, such disachieves 150,000 write requests per second, resultiragnin
Intel's chipset E8870 and E7500 [18], allow multiple DMAaggregate throughput of 9 GB per second. While-fileproc
transfers on different buses to access the same memory enodiges a model of one file per noder2-sharedandior2-stride
simultaneously in a time multiplexing fashion. Typicalthie takes the shared-region and shared-stride data accesssmode
peak transfer rate of a memory chip can be a multiple factmgspectively. All the nodes simultaneously access a sHaeed
of the bandwidth of the PCI bus. For example, the transfeequentially inior2-sharedand discontiguously with a varing
rate of most recent RDRAM chips [19] and DDR SDRAMstride between successive accessesii-stride
are up to 3.2GB/s and 2.1GB/s respectively, while a typical f1 is a large-scale physics simulation running on 343 nodes.
PCI-X bus only gives a maximum rate of 1.064GB/s and thEhis application has two I/O-intensive phases: the reptaate
second-generation SATA disk DMA throughput is only 30@nd the result-dump phase. In the first phase, data areveatrie
MB/s. from a shared file independently by all involved computing
Multiplexing various slow disk and network I/Os to thenodes. Thus read operations dominates in this phase. In the
same memory chip can reduce the waste of active memaegult-dump phase, a small set of nodes periodically gather
cycles and hence save memory energy. Most DMAs moveaalarge amount of simulated results from the others and



concurrently save collected results into a shared file. This an entire RDRAM chip before moving on to the next
phase is dominated mostly by writes. The correspondingsrac one. The latter is to allocate buffers randomly with

collected are named d§-restart and f1-write. The f1 trace respect to chip selection. The buffer cache management
has representative I/O accesses pattern existed in $icienti module in most operating systems uses random
applications: a master node periodically collects and save placement to populate the cache, without considering

termediate results generated by other computation nodégs [2 which chips the requested buffers are physically located.
m1lis an ever-larger physics simulation that runs on 16202) How well does the cache algorithm capture temporal

nodes. This application uses an individual output file fatea locality? A higher hit rate helps reduce the total number
node. Similar to the previous application, it also has aarést of memory accesses made by disks. Such performance
phase and a result-dump phase. The corresponding traces are gain often translates into lower power consumption by
referred to asnl-restartandml-write Compared witHf1, m1 reducing the total running time.

3) What is the cache algorithm’s efficiency in clustering

memory accesses to a minimum number of active
chips? Clustering memory access to a small set of chips
helps save energy from two aspects. Not only does
it decrease the average number of memory chips that
B. Simulation Environment are simultaneously active during the running time, but

We have developed a detailed trace-driven simulator tirat ca ~ &ISO increase the level of concurrency between multiple
accurately emulate network DMA and disk DMA operations ~ DMA transfers from different I/O buses to the same
and report the energy consumption of memory chips. In stor- memory chip.
age servers, both DMAs are heavily involved. Through disk In this section, we assume that the buffer cache is initially
DMAs, data missed in the cache or dirty blocks are exchange@pulated by using the sequential first-touch policy since
between memory chips and disk drives. Through netwotRis approach has the best energy efficiencies. We discuss
DMAs, the requested data are sent to clients from the memdfg impact of populating policies in the following section.
through network interfaces. With new technology introdijceHence, we only focus on the study of the first two factors in
multiple DMAs on different buses can simultaneously acceffys section. For the convenience of comparisons, all gnerg
the same chip in a multiplexing way. The simulated dafeasurements and the completion time are rated to their
sever is configured with 6 network adaptors and 12 diskgrresponding values of the buffer cache configurationtaat
Each device has its own independent DMA channel with the least cache size and is managed byBhkadyalgorithm.
bandwidth of 200MB/sec. Disksim [23], a well validated disk 1) Parallel /O benchmark ior2:The parallel I/O bench-
array simulator, is incorporated into our simulator to pgely mark ior2 [22] aims to emulate the /O behaviors of data-
emulate the timing of I/O traffic. intensive scientific applications. Ther2-sharedbenchmark

The simulator adapts the RDRAM memory chips, whosgsed in this study has both sequential accesses and random
parameters are given in Table I. Each chip capacity #cesses (see Fig. 2). The random access pattern is crgated b
32MB and can support up to 16 concurrent DMA operatiorfsl2 interleaved parallel 1/O streams. The following obaerv
(3.2GB/second). The simulator models the chip’s poweestdions are made under workloagir2.
transition, the DMA operation contention and queueing pro- First, LIRS 2Q and MQ are more energy efficient than
cesses. While the simulation results reported in this paper Belady For example, when the cache size is 1GB, the active
based on RDRAM memory systems, our simulator is alsmergy of LISR MQ and 2Q is only 43%, 55%, and 55%
applicable to DDR SDRAM technologies where we can treaf Beladys active energy respectively. This can explain why
entire DDR modules as we do single RDRAM chips. Belady consumes more energy even though it has a shorter

We simulate the traces by replaying all 1/O events atinning time. When the cache size is larger than 8 GB, the
predetermined times specified in the traces, independenttathl energy consumption of all algorithms, exc&pRS and
the performance of memory hierarchy. This approach is usA&C starts to decrease due to reduced running times. When
mainly because all traces that we have access to do not redbw cache size reaches 16GB, slightly exceeding the working
the dependence among request completion and subsequensEQofior2, all algorithms converge to the same values since
arrivals. no cache replacement occurs.

Second, the energy efficiency BQ andMQ is due to their
better capability of I/O clustering. Both algorithms are nmo

From the operating systems’ point of view, the energyely to retain long-term hot data blocks in the same cache
consumption of buffer cache is mainly influenced by thenips. Fig. 2(f) plots the cumulative distribution curve evh
following three factors: the cache size is 4GB. It shows that a single chip absorbs

1) How does the buffer cache get populated with block$1% and 43% data accesses 2Q and MQ, respectively.

There are two well-known policies, including sequentialhat is mainly becaus2Q and MQ usually do not evict out
first-touch policy and random placement. The formerot blocks and accordingly these hot blocks are never moved
allocates buffers in the order they are accessed, fillirgnong different chips. Both algorithms use several separat

has similar yet different 1/O behaviors. Similar fb, m1 is
also divided into two phases, write and restart. Differeatf
f1, all nodes write roughly the same amount of data and there
are also significant amount of write requestsmi-restart

C. Energy Comparisons under Sequential Placement



x 10

- x- BELADY
o —B—-ARC
0.8 ——LRU 7
35 —©-LIRS
e —— === = E
0.7l LRFU et
3p MQ IS
——LRU2 [~ +
251 % 0.6)) <2Q e 4
o
= "
2r T o5f 1
151
0.4F 1
W
o. i
0.5+
‘ ‘ ‘ 0.2 ‘ ‘ ‘ ‘
0 05 1 15 iG 2G 4G 6G 8G 10G
Cache Size
(a) Trace (sampling period: 1000) (b) Hit Rate
2.6 : 2.6
- x- BELADY
2.4 -8-ARC || 2.4
—#—LRU
2.2 —S-LIRS || 2.2
@ —~#—LRFU
.E MQ I
—_
5 LRU2 ) - BELADY
2 18l ~<2Q 218 ]
5 5 —B—ARC
516 : 816 —#—LRU .
(&) 151
3 o —©— LIRS
g 1.4 ] 1.4 ——LRFU
1. 1. MQ g
—+—LRU2
e —<4-2Q ]
0.8 : : 0.8 : : :
iG 2G 4G 6G 8G 10G iG 2G 4G 6G 8G 10G
Cache Size Cache Size
(c) Running Time (d) Energy Consumption
8 1
o
k)
g 7 09
o 08
= - b= = -
2ol o A oaeseses 5
o = O o7p
>
o
= - x-BELADY | ] 2 os - x- BELADY
3 -=-ARC || .4 —=-ARC ||
= —%—LRU & —%—LRU
g -&-LIRS 5 o -&-LIRS |
. —#—LRFU S o5 —A—LRFU ||
) MQ 1 & MQ
£ ——LRU2 02 ——LRU2
g —+-2Q ] 0.1 —-4-2Q q
a
%G 2G 4‘(3 66 8‘6 10G OD 20 40 6‘0 8‘0 1l;0 1;0 140
Cache Size Chip Number
(e) Percentage of Energy Saving by DMA overlap (f) Cumulative distribution function of requests among kar{Cache

size: 4GB)
Fig. 2. Comparison of replacement algorithms in workloa® .

gueues to store blocks with different temporal localityeyh chip in 2Q serves 51% accesses whilelifRS a single chip

filter out blocks with high access frequency and promote theran absorb only 21% accesses and even two chips absorb only
to separate queue(s). During a cache miss, the blocks ie thé%%. This indicates thaQ can better cluster hot data to the
gueues typically have a higher priority of staying in thelemc same chip thamIRS This implies that temporally clustering

I/O requests into a small set of chips can result in significan

i Third, a repla}cgment algorithm with a shorter Complet'oé‘nange in the relative energy efficiencies of cache replacém
time may surprisingly consume more energy even if the h‘ﬂgorithms

rates are the same. At the cache size of 4GRS consumes
more energy tharPQ while it has the same hit rate and a 2) Large-scale Physics Simulations f1 and nne impor-
running time that is 19.6% shorter. Fig. 2(f) shows that glgin tant observation iffil is that these replacement algorithms have
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Fig. 3. Comparison of replacement algorithms in workléad
different energy efficiency even if they have nearly the sameln particular, we find thaQ andMQ provide better oppor-
hit rates. For example, at the cache size of 128M, the enetgyities for temporally aligning memory transfers into #zane
difference among all algorithms, except fBelady is up to set of chips. For example, when the cache size is 128MB, one
16.2% while their corresponding hit rates and running timesngle chip in2Q and MQ services 62.6% of DMA memory
differ by only up to 1% and 5%, respectively. Specificallye thtransfers while a chip in the other algorithms only attragis
energy consumption &fQ andMQ are smaller thahRFU by  to 20% (see Fig. 3(f)). Such heavily skewed utilization teea
16.2% and 13.5% respectively. These results show that théger chances fo2Q andMQ to save energy. As a result, the
algorithms inherently have different effects on tempgrallpercentage of energy saving by access overlappirgfoénd
aligning memory transfers. MQ achieves 69.5% and 68%, respectively (see Fig. 3(e)).



x 10

25 T T T T T 0.9 T T T T

e - x- BELADY
. 4 kS 0.8F 9
P e £ bt i , —&-ARC
—*—LRU B s b
0.7+ JRSIERT a
-~ LIRS o= T
150 B —#=— LRFU
| © 0.6f .4
§ F M
= o 5(5/ —— LRU2 |
1F b ’ < 2Q
0.4 i
054, -
u 0. 7
T 032 L L L L
0 25 E 0G 40G 50G 60G 70G 80G
x10 Cache Size
(a) Trace (sampling period: 1000) (b) Hit Rate
2.6 ; ; ; : 2.6 ‘ ‘
- x- BELADY
2.4 -8-ARC || 2.4
—#—LRU -
2.2 —S-LIRS || 2.2 1
@ —~#—LRFU
E MQ | 2 ,
— ——LRU2 = - x- BELADY
8, gl —<2Q g18
5 1 21 —=-ARC
[=% w
516 : 816 *=LRU
© S —&-LIRS
o
£14 ) 1.4 iz —#—LRFU 1
[vd -
M
1. 1. . Q 4
s, ——LRU2
& 17 : —4-2Q B
0.8 ‘ ‘ ‘ ‘ 0.8 ‘ ‘ ‘ ‘
30G 40G 50G 60G 70G 80G 30G 40G 50G 60G 70G 80G
Cache Size Cache Size
(c) Running Time (d) Energy Consumption
65 ; ‘ ‘ ‘ 1 ‘ ‘ 2
= [¢
T 60 -%-BELADY/| oer 1
(o] —=—ARC 08 )
= 55 ] LL
<O( —¥%—LRU [a)
N O o7 i
2 504 -S-LIRS — P
o —A—LRFU 2 osf - %-BELADY |
345 1 E —=—ARC
[ MQ To
[}
5 40 ——LRU2 i © —%—LRU
E i —<42Q b o4 —©—LIRS 1
35 =5 S
5 2 os ——LRFU | |
[}
& 30r 7 @ 02 MQ +
‘g ——LRU2
g 25 ] 01 —-<4-2Q 1
o 4
2300(3 466 56(3 666 766 80G 0 1l;0 Z(‘lD 30‘0 AL‘JD . 5(‘)0 6(‘10 7‘00 880 9$D 1000
Cache Size Chip Number
(e) Percentage of Energy Saving by DMA overlap (f) Cumulative distribution function of requests among k&(cache size:

30GB)
Fig. 4. Comparison of replacement algorithms in workloadl

Them1trace exhibits predominantly periodical accesses, asnsumption.
shown in Fig. 4(a). In this application, the energy efficienc . , i
is mainly determined by the cache performance in terms of't IS interesting to observe thatiRS saves slightly more
cache hit rates. In fact, the total energy consumptionseun&nergy tharBeladythat has optimal hit rates. This observation

different cache sizes as shown in Fig. 4(d), is almost irafgrs 'S @n €xception to the conclusion made above. Fig. 4(f)
proportional to the cache hit rates presented in Fig. 4(b). |ﬂd|catesLlRS cIus_ters 66% ,Of memory accesses within 4
gain in cache hit rates leads to a decrease of the running tiFiEM°"Y chips whileBelady d_|str|butes all accesses_alrno;t
as well as the number of memory DMA transfers. Accordingl§fVe€Nly across all memory chips. Such a scattered distoibuti

this performance gain is directly translated into lower pow "' Belady causes an unnecessary amount of memory chips
to stay in the active state simultaneously and reduces the



opportunity of energy saving through access overlapping. Fclustering effects.

example, by concurrently accessing the same memory chipsi-rom the above discussions, we conclude thERS can
LIRSsaves 49% more energy thBeladydoes when the cachebetter capture hot blocks both in short-term and long-term,
size is 30 GB. thus it typically has superior cache hit ratios thd® and2Q.

3) Comparison of clustering capabilitiedn the previous On the other handyiQ and2Q only retain well long-term hot
discussion, we find that the algorithm’s ability to clusteblocks. Thus inMQ and2Q, these long-term hot blocks may
hot blocks into the same chips may affect significantly th@voids some unnecessary memory paging and thus their stay
memory energy consumption. To measure algorithm’s cluis+ the same chips. As a resulN]Q and 2Q can better align
tering ability, we adopt a concept of the largest chip sggvirnemory accesses to the same chips even though they may be
accesses proportion, referred as LCSAP, which is derivad fr inferior in hit rates.
the cumulative distribution function(CDF). A higher LCSAP
potentially provides better opportunity to cluster hotdis. 1
The CDFs presented previously show thv®, 2Q and LIRS
can better cluster hot blocks. Since the CDFsvi§p and 2Q
are nearly the same in most cases, in the following we only
examine2Q and LIRS in detail.

Before discussion, let’s first look at the differences betwe
2Q and LIRS In order to keep hot blocks longer in the
cache and evict cold blocks quickly, both algorithms usestjho
caches. I2Q, the ghost cache id1,,; while the ghost cache
is non-resident HIR entries inlRS However, the ghost cache
size in2Q is typically half of the physical block entries, but
LIRSs ghost cache varies with workloads and can be much
larger than2Q. The larger size of ghost cache can potentially M oy e mU s U w20
help reduce inaccuracy in capturing hot blocks and accghgin Replacement aglorithms
result in positive effects on the performance. The secoR@.5. Average energy consumption ratios of sequentiaigpteent to random
important difference betwee?Q andLIRSis the size of cache Placement under the same configuration.
holding cold blocks2Q uses 25% whild.IRSuses only 1%. D. Sequential Placement vs Random Placement
The third difference is tha&2Q's A1, can filter short-term hot  This section examines the benefits of two buffer cache
blocks. populating strategies: sequential placement and randaoepl

The LCSAP of2QandLIRSare 17% and 0.5% respectivelyment. While the former allocates buffers in the order they ar
in workload f1. Under three workloadd,IRS has a similar accessed, filling an entire chip before moving to the nex, th
CDF to the others exceQ. LIRSdoes not distinguish short- latter randomly selects a chip to allocate buffers. We ndinma
term hot blocks from long-term ones and retains them allén thhe energy consumption of sequential placement normalized
cache. When old short-term hot blocks are evicted out armd thendom placement under the same cache size and replacement
new short-term hot blocks are moved in, the memory layoutdsgorithm. The energy of random placement is averaged over
more likely to be disturbed, which causes hot blocks to ogcughree repeated experiments.
more chips. For the same reason, the large sequential and maWe conclude that sequential placement is more energy effi-
short-term hot blocks access patternglifsee Fig. 3(a)), make cient than random placement in all parallel I/O traces sudi
LIRShave a weaker capability in retaining hot blocks tl2&h As shown in Fig. 5, the average normalized energy across

Under workloador2, LIRSs ability of clustering hot blocks different cache sizes foBelady ARC LRU, LIRS LRFU,
is again inferior to2Q. Theior2 workload is dominated by a MQ, LRU2, and2Q is 18.2%, 24.0%, 22.3%, 18.7%, 22.1%,
large sequential access and many random accesses whosd 6@, 22.4% and 16.3%, respectively. The average saving
blocks changes with time. Under such workload, especidlly across all algorithms is 20.1%. Our observation is consiste
the random access phas¥)s Al;, can prevent short-term with the conclusion made in the literature on conventional
hot blocks from being placed in the longer term hot blockon-file-I/O workloads. For example, paper [7] reports that
gueueAm. Hence,2Q can capture longer term hot blocks insequential placement achieves 12% to 30% energy saving.
the cache and achieve better clustering capability. Currently, operating systems widely used in HPC, such as

However, under workloachl, the LIRS CDF is superior to BSD variants, Solaris and Linux, allocate memory frames,
2Q (see Fig. 4(f)). Thenlshows both large and small loopingespecially buffer and page caches, with little consideresti
accesses with different looping periods. Since typic&llRS of chip selection. Consequently, contiguous memory region
can provide more space to hold hot data th2@, LIRS often become fragmented. Our experimental results build a
can better identify hot blocks and thus avoids unnecessagmpelling reason for HPC designers to incorporate energy-
paging-out and paging-in to hot blocks. AdditionalllRS aware data placement into the buffer cache management unit.
has a larger ghost cache that also helps accurately identifyAnother interesting observation is that sequential plasr@m
hot blocks. These two advantages o) result in better benefits energy-efficiency more significantly in workloads
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dominated with sequential access or large looping patteriowever, this observation cannot to be applied generigally
In ml that is dominated with small local looping accessesjorkloads with more complex access patterns. Additionally
the average energy saving of all algorithms is only 79%equential placement can potentially save more energy than
However, infl with long sequential accesses, the averagandom placement in all replacement algorithms. However,
saving achieves 27.4%. Since the parallel 1/O patterns csuch energy benefit diminishes for workloads with mainly
often be characterized as large, striping, and concurrent eandom accesses and small-looping accesses. By quagtifyin
cesses [24], we conjecture that sequential placement undeand thus prioritizing the many factors that may impact the
HPC systems would present a larger energy benefit tharovterall energy consumption, we see this study as a first
would in conventional systems. step toward modifying existing replacement algorithms or
designing a new one that can optimize the energy saving by
striking the optimal tradeoff among these important fagtor
Until recently, power consumption was an issue primarilyhis study also allows us to better understand the perfocsan
in embedded or portable computer systems. However, emd energy-efficiency of these cache replacement algosithm
ergy efficiency is becoming an increasingly important corunder parallel 1/O workloads. In our future work, we will
cern in the high performance computing (HPC) communitgdesign new replacement algorithms to achieve better energy
Ref. [25], [26], [27], [28], [29] aims to reduce the CPU engrgsaving.
consumption in a cluster environment by using dynamic volt-
age scaling to slow down the CPU speed. Ref. [30] proposes an
energy saving scheme that dynamically adjusts the number of
processors in a parallel system that operates in “sleep’emod

There are also studies in optimizing disk energy efficieny f\ e £pg 0091900, NSF CCF-0621526/0621493, NSF CNS
scientific applications [31]. 0723093, NSF CNS 0619430, NASA Maine Space Grant

On individual servers, many research studies have be N4 2 Chinese NSE 973 Project Grant (No. 2004ch318201),
conducted to save memory energy. Ref. [32], [33], [34], [3_ nd equipment donations from SUN. We are grateful to our

propose to gdaptlvely control the memory power states, i honymous reviewers.
stead of relying on simple threshold mechanisms. Ref. [36],
[71, [5], [6] propose to save energy in virtual memory manage
ment by judiciously allocating and migrating memory pages REFERENCES
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