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Abstract—The explosive growth in data volume and complexity imposes great challenges for file systems. To address these

challenges, an innovative namespace management scheme is in desperate need to provide both the ease and efficiency of data

access. In almost all today’s file systems, the namespace management is based on hierarchical directory trees. This tree-based

namespace scheme is prone to severe performance bottlenecks and often fails to provide real-time response to complex data lookups.

This paper proposes a Semantic-Aware Namespace scheme, called SANE, which provides dynamic and adaptive namespace

management for ultra-large storage systems with billions of files. SANE introduces a new naming methodology based on the notion of

semantic-aware per-file namespace, which exploits semantic correlations among files, to dynamically aggregate correlated files into

small, flat but readily manageable groups to achieve fast and accurate lookups. SANE is implemented as a middleware in conventional

file systems and works orthogonally with hierarchical directory trees. The semantic correlations and file groups identified in SANE can

also be used to facilitate file prefetching and data de-duplication, among other system-level optimizations. Extensive trace-driven

experiments on our prototype implementation validate the efficacy and efficiency of SANE.

Index Terms—File systems, storage systems, semantic awareness, namespace management
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1 INTRODUCTION

PETABYTE-, or Exabyte-scale data sets and Gigabit data
streams are the frontiers of today’s file systems [1]. Stor-

age systems are facing great challenges in handling the
deluge of data stemming from many data-intensive applica-
tions such as business transactions, scientific computing,
social network webs, mobile applications, information visu-
alization, and cloud computing. Approximately 800 Exa-
bytes of data were created in 2009 alone [2]. According to a
recent survey of 1,780 data center managers in 26 countries
[3], over 36 percent of respondents faced two critical chal-
lenges: efficiently supporting a flood of emerging applica-
tions and handling the sharply increased data management
complexity. This reflects a reality in which we are generat-
ing and storing much more data than ever and this trend
continues at an accelerated pace. This data volume explo-
sion has imposed great challenges to storage systems, par-
ticularly to the metadata management of file systems. For
example, many systems are required to perform hundreds
of thousands of metadata operations per second and the
performance is severely restricted by the hierarchical

directory-tree based metadata management scheme used in
almost all file systems today [4].

The most important functions of namespace manage-
ment are file identification and lookup. File system name-
space as an information-organizing infrastructure is
fundamental to system’s quality of service such as perfor-
mance, scalability, and ease of use. Almost all current file
systems, unfortunately, are based on hierarchical directory
trees. This namespace design has not been changed since it
was invented more than 40 years ago [5]. As the data vol-
ume and complexity keep increasing rapidly, conventional
namespace schemes based on hierarchical directory trees
have exposed the following weaknesses.

Weakness 1: Limited system scalability. The directory-based
management is effective only when similar documents or
files have been stored in the same directory [4]. Although
the directory size distribution has not significantly changed
[6], the file system capacity has increased dramatically. This
not only causes great inconvenience for file systems users,
but also slows down data-intensive applications by generat-
ing more random accesses to underlying disks. In addition,
since lookups are performed recursively starting from root
directories, disks or servers serving requests to higher levels
of the trees have a highly unbalanced share of the work-
loads, leading to a higher probability of becoming perfor-
mance bottlenecks.

Weakness 2: Reliance on end-users to organize and lookup
data. Locating a target file by manually navigating the direc-
tories through directory trees in a large system amounts to
searching a needle in a haystack. As the directory tree
becomes increasingly “fatter”, it is equally difficult for users
to instruct the file systems where a file should be stored and
to find them quickly. When one does not know the full path-
name of a file, slow exhaustive search over all directories is
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often resorted to. Such exhaustive search on a large system
with billions of files takes a prohibitive amount of time. It is
even more difficult to locate correlated files since users often
cannot explicitly define mandatory search criteria in most
file systems.

Weakness 3: Lack of metadata-semantics exploration. While it
is difficult to manage massive data through a centralized
hierarchical structure, research in both industry and acade-
mia has shown that, in most file systems, a small subset of
file system’s data serves a majority of data access requests
[6], [7], [8], [9], [10]. Being able to identify this subset of fre-
quently accessed data by semantic exploration is hence ben-
eficial to system designers in their pursuit of system
optimizations such as file prefetching and data deduplica-
tion. Conventional file systems have by and large ignored
the semantic context in which a file is created and accessed
during its lifetime.

While a rich body of research in the recent literature has
attempted to overcome these weaknesses, such as Spyglass
[7], Ceph [11], Glance [12], quFiles [13], DiFFS [14], Smart-
Store [15], Haystack [16] and Ursa Minor [17], these solu-
tions are not comprehensive and still limited by the
inherent weaknesses of the directory-tree naming scheme.
Our design shares with them the similar goals of improving
file organization and simplifying data management.

We propose a new namespace management scheme,
called SANE, which provides a flat but small, manageable
and efficient namespace for each file. In SANE, the notion of
semantic-aware per-file namespace is proposed in which a
file is represented by its semantic correlations to other files,
instead of conventional static file names. Our goal is not to
replace conventional directory-tree management that
already has a large user base. Instead, we aim to provide
another metadata overlay that is orthogonal to directory
trees. SANE runs concurrently with the conventional file
system that integrates it and takes over the responsibilities
of file search and semantic file grouping from the file system
when necessary. Moreover, SANE, while providing the
same functionalities, makes use of a new naming scheme
that only requires constant-scale complexity to identify and
aggregate semantically correlated files. SANE extracts the
semantic correlation information from a hierarchical tree.
Fig. 1 illustrates the relationship and difference between
SANE and the existing hierarchical directory tree. For
instance, in order to serve a complex query, SANE only
needs to check the small and flat namespace one time, thus

avoiding a time-consuming search of brute-forced traversal
over the entire hierarchical tree.

SANE is intended for an integration into modern file sys-
tems such as pNFS [18], PVFS [19], GFS [20], and HDFS [21].
Our goal in this research is to complement existing file sys-
tems and improve system performance. Our major contri-
butions are summarized below.

First, addressing Weaknesses 1 and 2, SANE is designed
to leverage semantic correlations residing in multi-dimen-
sional attributes, rather than one-dimensional attributes
such as pathnames, to represent a file. The metadata of files
that are strongly correlated are automatically aggregated
and then stored together in SANE. When a user performs a
file lookup, SANE will also present the user files that are
strongly correlated to this searched file, which constitute
the semantic-aware per-file namespace of this file. This
allows the user to access the correlated files easily without
having to perform additional searches or directory tree nav-
igations. In a distributed environment, this also improves
the system performance since it improves the affinity: files
that tend to be accessed together are placed on the adjacent
servers. As a result, the operations on similar (i.e., semanti-
cally correlated) data take place in limited subsets of data
without incurring extra overheads on the whole system,
thus significantly improving the system scalability.

Second, addressing Weakness 3, SANE leverages locality
sensitive hashing (LSH) [22] to automatically organize
semantically correlated files without the involvement of
end-users or applications. Our algorithm has very little per-
formance overhead since LSH has a low complexity of prob-
ing constant-scale buckets. SANE represents each file based
on its semantic correlations to other files. As the file system
evolves, SANE can efficiently identify their changes to
update the namespace by exploiting the file semantics. The
semantics residing in files’ correlation are obtained from
multiple dimensions, rather than a single one, thus also
allowing us to optimize the overall system design.

Third, SANE is implemented as a transparent middle-
ware that can be deployed/embedded in most existing file
systems without modifying the kernels or applications.
SANE provides users with two auxiliary namespace views,
i.e., default (conventional hierarchy) and customized
(semantic-aware per-file representation). Both views hide
the complex details of the physical representation of indi-
vidual files, and export only a context-specific logical out-
look of the data. Experimental results demonstrate that
SANE efficiently supports query services for users, while
facilitating system performance improvements, such as file
prefetching and data de-duplication.

The rest of this paper is organized as follows. Section 2
presents the backgrounds and problem statement. Section 3
discusses the design and implementation details. Section 4
evaluates the performance. Section 5 presents the related
work. We conclude our paper in Section 6.

2 BACKGROUNDS AND PROBLEM STATEMENT

2.1 Multi-Dimensional Attributes

Real-world applications demonstrate the wide existence of
access locality that is helpful to identify semantic correlation.
For instance, Filecules [8] examines a large set of real traces

Fig. 1. SANE and hierarchical directory tree.
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and concludes that files can be classified into correlated
groups since 6.5 percent of files account for 45 percent of I/O
requests. Spyglass [7] reports that the locality ratios are
below 1 percent in many traces, meaning that correlated files
are contained in less than 1 percent of the directory space. A
workload study on a large-scale file system [9] demonstrates
that fewer than 1 percent clients issue 50 percent file requests
and over 60 percent re-open operations occur within one
minute. A recent study [6] shows that local write operations
concentrate on 22 percent files in a five-year period. The exis-
tence of access locality facilitates the performance optimiza-
tion in many computer system designs.

Selecting appropriate attributes is non-trivial due to
two challenging constraints, i.e., the curse of dimensional-
ity and dimensionality heterogeneity. First, when the
dimensionality exceeds about 10, traversing the existing
data structures based on space partitioning becomes
slower than the brute-force linear-scan approach. This
slowdown phenomenon is often called the “curse of
dimensionality” [22]. We hence need to reduce the
dimensionality in order to decrease operational complex-
ity. Second, dimensionality heterogeneity, which means
that two items that are close-by in one space might be far
away in another space with a different dimensionality, is
another great challenge. The data correlation is sensitive
to the observation space selected. Two items that are cor-
related when observed in one attribute subset might be
totally uncorrelated in another attribute subset.

Locality versus affinity. Extensive previous studies have
proven that file system workloads have strong access local-
ity, i.e., requested data are often temporally or spatially
clustered together, as described briefly above. In this paper,
we focus on the affinity of access and files. In fact, locality is
a special affinity that describes temporal and spatial correla-
tions among files. In this paper, we consider more generic
affinity. Affinity in the context of this research refers to the
semantic correlation derived from multi-dimensional file
attributes, which include but are not limited to the temporal
or spatial locality. For example, the typical attributes
include path name, file name, file size, created time and
modification time. In practice, simply exploring locality is
insufficient in capturing affinity due to two reasons. First,
physically closely located data can be semantically unre-
lated. For instance, the directories c : nwindows and
c : nusers are functionally unrelated most of time. Accessing
them through a shared ancestor directory will be neither
helpful to users nor beneficial to the system performance.
Second, affinity can in fact be implied by or embedded in
the attributes that are not necessarily time or space oriented
and are far from the temporal and spatial dimensions.
Therefore, while in some cases locality may be part of the
affinity and simple exploitation of locality may help scale
up the performance to some extent, locality alone often falls
short of overcoming the weaknesses.

Semantic correlations. Semantic correlations measure the
affinity among files and we use correlations to estimate the
likelihood that all files in a group are of great interest to a
user or to be accessed together within a short period of
time. We derive this measure from multiple attributes of
files. To put things in perspective, linear brute-force search
approaches use no correlation at all, which we call zero-

dimensional correlation. Spatial-/temporal-locality based
approaches, such as Spyglass [7] and SmartStore [15], use
limited-dimensional correlations either in access time or ref-
erence space, which can be considered a special case of our
proposed approach. The main benefit of measuring seman-
tic correlations in multi-dimensional attribute space is that
the affinity among files can be more accurately identified.

Semantic correlation can be exploited to optimize system
performance. Metadata prefetching algorithms, Nexus [23]
and FARMER [24], are proposed, in which both file access
sequences and semantic attributes are considered in the
evaluation of the correlation among files to improve file
metadata prefetching performance. The probability of inter-
file access is found to be up to 80 percent when considering
four typical file system traces. Our preliminary results
based on these and the HP [25], MSN [26], EECS [27] and
Google [28] traces further show that exploiting semantic
correlation of multi-dimensional attributes can help prune
up to 99.9 percent search space [15].

Semantic correlation extends conventional temporal and
spatial locality and can be quantitatively defined as follow.
Assuming that there are t � 1 groups fGij1 � i � tg, where
the size of group Gi is denoted as jGij and Gi contains files
fj; ð1 � j � jGijÞ. Hence, the semantic correlation among the
files of these groups can be measured by the minimum ofPt

i¼1

P
fj2Giðfj � CiÞ

2 where Ci is the centroid of group Gi,
i.e., the average values of multi-dimensional attributes. The
value of ðfj � CiÞ2 represents the euclidean distance in the
multi-dimensional attribute space. Since the computational
costs for all attributes are unacceptably high in practice, we
use a simple but fast tool, i.e., locality-sensitive hashing [22]
to efficiently cluster semantically correlated files into
groups, as detailed in Section 3.

2.2 Problem Statement

The problem we aim to solve in this paper concentrates on
how to efficiently identify the t nearest neighbors of a given
individual file. The answer to this question allows us to
quickly represent the namespace of each file. Here t is an
adjustable parameter that controls the size of the group that
represents the access affinity and namespace of a file, and
the correlation can be measured by the distance in a multi-
dimensional space, such as euclidean distance.

For a given file, its per-file namespace can be formally
defined by using semantic correlations as follows.

Definition 1. The semantic-aware per-file namespace of file f
consists of t files ðf1; f2; . . . ; ftÞ that are the most strongly cor-
related with f based on p predefined semantics attributes, i.e.,
ða1; a2; . . . ; apÞ. The correlation degrees, as a quantitative
representation of semantic correlation, are ðd1; d2; . . . ; dtÞ,
respectively. The semantic-aware namespace of f is denoted by
a t-tuple

NamespacetðfÞ ¼ fðf1; d1Þ; ðf2; d2Þ; . . . ; ðft; dtÞg;

where f 62 NamespacetðfÞ, di ¼ 1� Ei
D ; ð1 � i � tÞ, D is a

large constant, and Ei is euclidean distance between file f and
file fi in the p-dimensional attribute space.
The semantic-aware namespace on a per-file basis in

SANE is a flat representation of a manageable size of t file
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members. The namespace construction entails identifying t
nearest neighbors of a file in the multi-dimensional attribute
space. The rationales behind this are two-fold. First of all,
close neighbors, i.e., strongly semantically correlated files,
should be arranged in the same or adjacent storage server
nodes in a distributed file system or can be stored contigu-
ously on disks in a centralized file system. Hence, perform-
ing a top-t query will quickly find correlated files belonging
to the namespace of this file with a smaller amount of mes-
sage exchanges in a distributed file system or fewer small
random disk accesses in a centralized file system. We will
discuss how to set an appropriate value for t, i.e., name-
space size, in the following section. Second, the per-file
namespace scheme in file systems can effectively provide a
unique namespace for each file. Our design can avoid name-
space collisions and the details are presented in Section 3.4.

3 DESIGN AND IMPLEMENTATION

We aim to exploit semantic correlations among files to
define one flat, small, but accurate namespace for each file.
The namespace of a file, which we call semantic-aware perfile-
namespace and namespace for short in the rest of this paper,
can be simply viewed as a single-level dynamic virtual
directory that evolves with the changes in files attributes
and consists of a set of files that are most semantically corre-
lated to this file. However, different from directory trees,
per-file namespace is not hierarchical at all, i.e., one per-file
namespace cannot be a child of another per-file namespace.
A per-file namespace of a file also differs from a directory in
that this per-file namespace does not include this file itself,
as we will discuss later in details.

3.1 An Architectural Overview

To illustrate how SANE works, we briefly describe its over-
all architecture. SANE explores semantic correlations resid-
ing in files to build the namespace representation that can
accurately identify a file and track the evolution of file
attributes. SANE includes three key function modules,
semantic correlation identification (SCI), namespace con-
struction (NC) and dynamic evolution (DE), as shown in
Fig. 2. To quickly identify correlated files, the SCI module

performs the locality-sensitive-hashing computation based
on multiple file attributes. Different compositions of attrib-
utes will produce semantic groups with different accuracies.
However, it is non-trivial to select the optimal set of attrib-
utes that can most accurately define file correlations and
best match access patterns. After the semantic correlations
are identified, the NC module aggregates semantically cor-
related files into groups by performing nearest-neighbor
searches for each file. This process determines which files
belong to the namespace of a given file. The namespace of
each file is represented as a t-tuple vector, consisting of the t
most correlated files and their correlation degrees to this
file. Finally, since the attributes’ values of files and their cor-
relations may change over time, DE helps it accurately
adapt to such changes and makes speedy namespace
updates. SANE exploits dynamically evolving correlations
to create an accurate semantic-aware namespace in a very
large-scale file system with a small performance overhead.

From the viewpoints of both end-users and file systems,
SANE offers a transparent and context-aware abstraction to
serve user requests and improve system performance. Spe-
cifically, for end-users, a customized flat and small name-
space allows them to quickly navigate and identify target
data files. A renaming operation is interpreted as a member-
ship change to the t-tuple file set that constitutes a file’s
namespace. SANE can support three types of queries,
namely, point, range and top-k queries. These small file sets
that represent the namespaces of individual files differ from
directories in conventional file systems in that, for the same
file, a semantic-aware per-file namespace is a dynamic logic
view to a set of files and it changes over time based on
semantic contexts, while a directory always returns the
same logic view to a fixed set of files. Furthermore, in sys-
tems with hierarchical directories, users and applications
need to be aware of directory path to locate data. In contrast,
SANE is transparent to users and applications and exposes
a semantic-aware per-file namespace for a given file. On the
other hand, for file systems, the semantic-aware namespace
in SANE contains correlated files to facilitate efficient file
caching and prefetching and data dedulplication, which is
conducive to the overall performance improvement.

3.2 Semantic Correlation Identification

SANE uses locality sensitive hashing [22] to identify seman-
tic correlations. LSH has the advantages of both locality
preservation and fast identification.

LSH. We briefly introduce LSH and explain how it is
used in fast semantic identification. LSH is an efficient tool
that maps similar items into the same hash buckets.

Definition 2. Given a distance R, approximation ratio c > 1, and
two probability values P1 and P2 such that 1 > P1 > P2 >
0, a function hð:Þ is said to be ðR; cR; P1; P2Þ locality sensitive
for distance function k; k if for points u1 and u2, it satisfies
both conditions below:

� If ku1; u2k � R, then Pr½hðu1Þ ¼ hðu2Þ� � P1,

� If ku1; u2k > cR, then Pr½hðu1Þ ¼ hðu2Þ� � P2.

In LSH, items close to each other will have a higher
probability of colliding than items that are far apart [29].
Specifically, the closeness depends on the R value that
can be obtained empirically by sampling real-world data

Fig. 2. SANE as a middleware in file systems.
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sets [30]. The first condition above shows that, for a given
R, two close-by files that have a distance smaller than R
will be hashed into the same bucket of a hash table with
a high probability greater than or equal to P1. The second
condition states that two irrelevant files can always be
hashed into the same bucket with a low probability equal
to or smaller than P2.

3.3 Data Storage Structure

LSH works well in identifying correlated data but suffers
from the space-overhead problem as the amount of data
increases. Since LSH requires many hash tables to main-
tain correlated data, the space overhead becomes a poten-
tial performance bottleneck. When dealing with massive
amounts of data, data structure can easily overflow the
main memory, leading to slow hard disk accesses and
severe performance degradations. Furthermore, while the
form of hash tables works for point-based queries (e.g.,
point and top-k queries), it may not efficiently support
range queries that must obtain queried results within
given intervals when the hash table fails to maintain the
interval information.

We make use of the R-tree [31] structure to replace the
original hash tables, store the correlated data, and represent
their multi-dimensional attributes in the R-tree nodes. The
root node (e.g., R1) represents domain ranges of all possible
attributes. Let N be the maximum number of children of a
node. Each internal node can contain r (N2 � r � N) child
nodes. We set a lower bound on r to prevent tree degenera-
tion and to ensure an efficient storage utilization. Whenever
the number of children drops below r, the node will be
deleted and its children will be re-distributed among sibling
nodes. The upper bound N can guarantee that each tree
node in fact can be stored exactly on one disk page. Each
internal node contains entries in the form of ðI; PointerÞ
where I ¼ ðI0; I1; . . . ; Ip�1Þ is a p-dimensional bounding
box, representing a minimumbounding rectangle (MBR). Ii
is a bounded interval, which can cover items in the ith
dimensional space. Pointer is the address of a child node.

The flat namespace as a proper middleware will not
become the performance bottleneck. After identifying corre-
lated files by using LSH, we then organize all groups of
closely correlated files into R-trees that are deployed in mul-
tiple distributed metadata servers. An R-tree is a data struc-
ture organized in aheight-balanced tree that is often used to
represent and indexspatial data. An R-tree can split data
space into hierarchicallynested bounding boxes that may
contain several data entitieswithin the bounding box. It can
efficiently support point, rangeand top-k queries by main-
taining index records in its leaf nodes. An index record is a
reference pointer to data. R-treesuse solid minimum bound-
ing rectangles, i.e., bounding boxes, to indicate the queried
regions. An MBR ineach dimension denotes an interval of
all enclosed data witha lower and an upper bound. In our
design, we exploit its special capability for supporting
query services by modifying its structure to store the
semantically aggregated files. R-tree isa completely
dynamic index structure that is able to efficiently support
data updates and provide efficient query services by visit-
ing only a small number of nodes in a spatial search. Thusin
our design, we use R-tree to construct the namespace.

As shown in Fig. 3, we first identify the correlated items
via LSH based hashing computation. The correlated items
are represented in the geometric space as shown in Fig. 3a.
Fig. 3b further exhibits the R-tree based data structure to
store the correlated items. LSH identifies correlated data
items that are further represented in geometric space via
minimum bounded rectangles that correspond to the
groups. MBRs can be further aggregated iteratively until
the R-tree root node. Each non-leaf node in an R-tree con-
tains the ranges of multi-dimensional attributes of stored
files as well as the pointers to their child nodes. The leaf
nodes maintain the pointers to the actual files. Moreover,
the namespace of each file can be built by selecting the
members from the groups that this file belongs to. For a
range query, it contains the query requests that are also rep-
resented as rectangles in the geometric space. The covered
data can be fast identified and considered as query results.

3.4 Namespace Construction

SANE offers a scalable way to construct semantic-aware
per-file namespaces for the file system. SANE can provide
the constructed namespaces of files in any storage area,
such as portions of the main memory, and/or portions of
the secondary storage of SSD or HDD. Here, take the main
memory for an example, SANE is initialized by first carry-
ing out LSH-based hash computation to cluster into groups
files. These files are semantically correlated with the files
already in the main memory of the file system, in which
SANE is installed. SANE then organizes these groups into
an R-tree structure. A nearest-neighbor query over the R-
tree can identify the member files of the namespace of an
individual file. This process repeats when a new file is
accessed and loaded into the main memory. When the main
memory is full, the namespace of a file will be replaced and
flushed to the secondary memory based on a proper
replacement policy, say, LRU. In other words, the main
memory stores the per-file namespaces of the “hot” or
“popular” files at any given time while “cold” files’ name-
spaces are stored in the secondary memory.

We use the LSH-based R-trees described above to build
the semantic aware per-file namespace. Specifically, for
each file, its namespace is derived from the results of a top-t
query that identifies the t nearest neighbors in the attribute
space. These most closely correlated neighbors constitute
the namespace of this file.

The size of the per-file namespace depends on the
parameter t. If t is too small, i.e., having a very small num-
ber of members, it is difficult to differentiate files. But a very
large t often involves some files that might not be strongly

Fig. 3. R-tree based representation.
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correlated, resulting in a decrease in the semantic correla-
tion in a namespace and a potentially higher cost for name-
space update. Therefore, we need to strike a good balance
between the differentiated representation and the semantic
correlation guarantee. In SANE, we determine
an appropriate value for t by maximizing the mean and
standard deviation (MSD), defined as MSDðfÞ ¼

dþ a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPt

i¼1
ðdi�dÞ2

t

r

, where d ¼
Pt

i¼1
di

t and a is the correlation

factor. The correlation factor is obtained from history sam-
ple records and can be adjusted according to specific
requirements in real-world applications (e.g., the traces
used in Section 4 for performance evaluation). Our rationale
behind using MSD is that the mean of all correlated degrees
faithfully describes the correlation between a given file and
all files in its namespace. The standard deviation allows the
namespace to select differentiated member files to guaran-
tee the unique representation. We further make a suitable
assumption that the namespace of each file does not contain
the file itself.

MSD quantitatively controls the construction of a seman-
tic-aware per-file namespace in an iterative manner. Ini-
tially, we start with one file (t ¼ 1), i.e., the nearest
neighbor, and calculate the initial MSDðfÞ. If the addition
of the next most closely correlated file to the namespace can
increase the value of MSDðfÞ, this file is then considered a
member of file f’s namespace and t is increased by 1 and
MSDðfÞ is updated accordingly. This process repeats until
the addition of the next most closely correlated file results
in a decrease in MSDðfÞ .

We use the correlation degree di as a metric to evaluate
the correlation between two files. The metric di is the dis-
tance between two files in the attribute space. This metric
can also help differentiate the file names and guarantee the
uniqueness of file representation. For instance, assuming
that both files A and B are correlated with file C, SANE
thus considers file C as a member of namespaces
NamespacetðAÞ and NamespacetðBÞ, which may potentially
produce the same naming representation. When using the
correlation degree, e.g., ðC; 0:7Þ and ðC; 0:5Þ respectively in
NamespacetðAÞ and NamespacetðBÞ, we can easily differen-
tiate their namespaces due to different correlation degrees.
In the worst case, it might happen that the representations
of two files are exactly the same, i.e., they have the same file
members and correlation degrees. Although it occurs rarely,
we solve this representation collision by increasing the
namespace size until we obtain a unique representation.

3.5 Dynamic Evolution

SANE leverages a two-set representation of namespace for
speedy update. The semantic naming scheme adapts to the
dynamic evolution of file attributes and correlations, which
is one of the most salient features distinguishing SANE
from most existing tree-based schemes.

In SANE, we use a two-set design to achieve fast
update on staleness and reduce the overhead of main-
taining information consistency. For each file f , we main-
tain two membership sets, i.e., the set NamespacetðfÞ
that contains the t files most semantically correlated to
file f , and the set MemberðfÞ whose elements represent

all files whose namespaces contain file f . For example,
set Namespace3ðAÞ ¼ fðB; dABÞ; ðC; dACÞ; ðD; dADÞg keeps
the namespace member files B, C and D of file A. On
the other hand, file B is also a member of other files’
namespaces (say, E and F ), thus, MemberðBÞ ¼ fA;E;
Fg. When the attributes’ values of f change, we first exe-
cute a new top-t query to re-build its namespace by find-
ing the t nearest neighbors. These new neighbors form
the updated NamespacetðfÞ set. File f further conveys its
new attribute values to the members of set MemberðfÞ to
update their namespaces.

One benefit of using the two-set representation is to
significantly reduce the complexity of the “rename” opera-
tion. A rename operation will likely change the name-
space representation of a file to a new one, in which the
key issue is how to guarantee the uniqueness of a new
representation without a brute-force checking over the
entire file system. With the aid of the two-set representa-
tion, a rename operation can be performed with a small
performance overhead.

Specifically, we allow the verification for uniqueness to
occur in the files shared by all “Member” sets of the
renamed file. For instance, as shown in Fig. 4, when file A is
renamed, we execute a simple intersection operation upon
the three “Member” sets, i.e., MemberðBÞ;MemberðCÞ;
MemberðDÞ. If the intersection results in only file A, the
uniqueness is guaranteed since no other file’s namespace
simultaneously contains files B;C;D. Otherwise, we must
check whether the namespaces of files other than A in the
intersection of the three “Member” sets contain the same
member files and correlation degrees as the namespace of
file A. If another file in the intersection has an identical
namespace as the renamed file A, then we re-compute
semantic correlations for A to generate another representa-
tion of A by increasing the namespace size. In the unlikely
case that the newly computed namespace ofA collides with
another file, this process repeats until a unique namespace
for the renamed file A is obtained as guaranteed (see
Lemma 1). The simple intersection operation reduces the
number of files to be checked. In addition, since two files
being the same is defined as their respective namespaces
having identical member files and correlation degrees, the
probability of such a collision and re-computation to gener-
ate a new filename is extremely small.

Fig. 4. Two-set representation for speedy update.
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A renamed file is likely a member of other files namespa-
ces. After a file is renamed, it may potentially introduce fur-
ther updates on its correlated files represented in its
“Member” set. Specifically, we examine whether the new
correlation degrees between the renamed file and its corre-
lated files become larger than some pre-defined threshold.
The threshold range is between 0 and 1. If it is 0, all files must
be updated no matter what the correlation degree is. On the
other hand, if it is 1, only the renamed file itself needs to be
updated due to the guarantee of uniqueness in SANE. In
practice, by leveraging an accurate pre-defined quantitative
threshold of semantic correlation (e.g., through empirical
analysis), the renaming of a file typically only leads to the
updates of a limited number of correlated files. The update
overhead due to the rename operations is shown indeed to
be very small by our experimental evaluation.

4 PERFORMANCE EVALUATION

4.1 Experimental Setup

Platform. We have implemented a prototype of SANE in
Linux kernel 2.6.28 and performed experiments on a cluster
of 80 server nodes, each with Intel Core 2 Duo CPU and
2 GB memory. An RPC-based interface to WAFL (Write
Anywhere File Layout) [32], [33] gathers the dynamic
changes of file attributes, driven by our snapshot-based
traces in the performance evaluation. SANE use three met-
rics, namely, cost-effectiveness, searchability and scalability. All
experiments have taken into account the dynamic evolution
of file systems, such as file creations and deletions. In addi-
tion, the user interfaces of SANE for namespace representa-
tion, renaming and query service are also implemented in
our prototype. We design and implement most modules at
the user space level so that our prototype can run on many
existing systems. The prototype has implemented the three
basic function components of SANE discussed in the previ-
ous section, namely, LSH-based semantic correlation identi-
fication, namespace construction, and dynamic evolution of
attributes and correlations.

Intensified Traces. We use four representative traces, of
which three collected from the industry and one from the
academia. These traces include HP file system trace [25],
MSN trace [26], EECS NFS server (EECS) trace at Harvard
[27] and Google clusters trace [28], which drive the SANE
performance evaluation. Moreover, for the sizes of these
traces, Google cluster contains 75 five-minute reporting
intervals. There are a total of 3,535,029 observations,
9,218 unique jobs and 176,580 unique tasks. HP contains 94.7
million requests for a total of 4 million files from 32 users.
MSN has 1.25 million files and records 4.47 million opera-
tions, in which there are 3.3 million read and 1.17 million
write operations. EECS contains 4.44 million operations. The
number and size of read operations are respectively 0.46 mil-
lion and 5.1 GB. Those of write operations are respectively
0.667 million and 9.1 GB. Due to their relatively small sizes,
we use a scaled-up method to intensify them.

In order to emulate the I/O behaviors of large-scale file
systems for which no realistic traces are publicly available,
we scaled up the existing I/O traces of current storage sys-
tems both spatially and temporally. This method has been
successfully used in Glance [12] and SmartStore [15].

Specifically, a trace is first decomposed into sub-traces. We
then add a unique sub-trace ID to all files to intentionally
increase the working set. The start times of all sub-traces
are set to zero so that they are replayed concurrently. The
chronological order among all requests within a sub-trace
is faithfully preserved. The combined trace contains the
same histogram of file system calls as the original one but
represents a heavier workload (higher intensity). The num-
ber of sub-traces replayed concurrently is denoted as Trace
Intensifying Factor (TIF) and in our experiments the default
TIF value is 400. Moreover, the multi-dimensional attrib-
utes chosen for this evaluation are faithfully extracted from
the original traces. In addition, in order to obtain reason-
able R values for the LSH computation (Section 3.2) in our
experiments, we use the sampling method, which has been
verified through practical applications [29], [34]. We deter-
mine the R values to be 1,200, 800, 1,000 and 950, respec-
tively for the intensified HP, MSN, EECS and Google
traces. In fact, the SANE system can be dynamically config-
ured according to the requirements of users or systems,
such as query accuracy and latency, available space, band-
width and computing resources.

All I/O requests in the intensified file system traces are
issued from client machines to server machines. Both cli-
ents and servers use multiple threads to exchange mes-
sages and data via TCP/IP. IP encapsulation technique
facilitates fast addressing in the networks by encapsulat-
ing an IP header with an outer IP header for tunneling. It
helps forward the query requests among multiple servers.
We repeat each experiments 30 runs to validate the
results according to the evaluation guidelines of file and
storage systems [35].

In our performance evaluation, we intentionally choose
specific comparison schemes in order to make the compari-
son relevant and fair. We compare SANE with the target
schemes only in the relevant aspects such as namespace
construction, query performance for users, and file prefetch-
ing and data deduplication for systems. To evaluate cost-
effectiveness, we choose to compare SANE with the Ext4 file
system (Linux kernel 2.6.28) that serves as a classic repre-
sentative of the conventional namespace schemes based on
hierarchical directory trees. In order to support directory
indexing, Ext4 examines a hashed B-tree that uses a hash
table of the filenames. For Searchability, we select some
state-of-the-art comparable systems, including Spyglass [7]
and SmartStore [15]. Both systems support various types of
queries in file systems with competitive performance. Note
that since there is no open source code available for Spy-
glass, we implemented its main components, such as the
crawler, multiple partitions and versions, and K-D tree,
according to the descriptions presented in [7].

In the experiments, for a given file f , SANE first chooses
its nearest neighbor file (t ¼ 1) as the member of its name-
space. We then obtain the value of MSDðfÞ. If the value of
MSDðfÞ increases after adding its next most closely corre-
lated file to the namespace, the file is considered a member
of file f’s namespace and t is increased by 1, while MSDðfÞ
is updated accordingly. Otherwise, the namespace construc-
tion finishes. The bounds (minimum and maximum) and
average values of t in four traces are respectively (min-max:
22-121; average: 31.6) in MSN, (min-max: 11-31; average:

1334 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 25, NO. 5, MAY 2014



15.2) in EECS, (min-max: 17-53; average: 23.8) in Google and
(min-max: 27-172; average: 38.4) in HP.

In general, filename-based point query is very popular in
most file system workloads. There are no file system I/O
traces for both point and complex queries (range and top-k)
requests. In order to address this issue, we leverage a syn-
thetic approach to generating not only point query, but also
complex queries within the multi-dimensional attribute
space. The basic idea is to statistically generate random
queries in a multi-dimensional space. We study the file
static attributes and behavioral attributes from the available
I/O traces. For example, a point query in the form of (17:50,
85.2, 36.5) represents a search for the files that are closest to
the description of a file that is last revised at time 17:50,
with the amounts of “read” and “write” data being approxi-
mately 85.2 and 36.5 MB. Moreover, a range query aiming
to find all the files that were revised between time 8:20 to
10:50, with the amount of “read” data ranging from 22 to
40 MB, and the amount of “write” data ranging from 7 to
12 MB, can be represented by two points in a three-dimen-
sional attribute space, i.e., (8:20, 22, 7) and (10:50, 40, 12).
Similarly, a top-k query in the form of (9:30, 17.2, 75.8, 5)
represents a search for the top-five files that are closest to
the description of a file that is last revised at time 9:30, with
the amounts of “read” and “write” data being approxi-
mately 17.2 and 75.8 MB, respectively.

In addition, the semantic correlations identified in
SANE create new opportunities for system designers to
implement system optimizations from a totally new per-
spective. In this paper, we take data deduplication to illus-
trate potential benefits of SANE from a system perspective.
We have leveraged semantic correlations identified by
SANE to optimize system function of deduplication.

4.2 Results and Discussions

4.2.1 Searchability

We compare SANE with Spyglass [7] and SmartStore [15] in
terms of accuracy and latency of point and complex queries.
Note that both Spyglass and SmartStore can obtain exact-
matching results by using brute-force-like approaches and
increasing the amount of data that must be read from the
disk. Here, hit rates in Spyglass and SmartStore represent
cache hits of the accessed partitions in Spyglass and seman-
tic groups in SmartStore respectively.

Query Accuracy. Fig. 5 shows the hit rates for the 2,000 and
4,000 point query requests. The hit rate of SANE is 93.7, 95.2,
94.6, and 94.8 percent, respectively for the HP, MSN, EECS
and Google traces, visibly outperforming Spyglass (90.5,
92.3, 91.9 and 90.2 percent) and SmartStore (89.6, 91.1, 90.2
and 89.3 percent). The main reasons behind SANE’s superior-
ity to SmartStore and Spyglass are twofold. First, the former
leverages the LSH functions that can significantly mitigate
the adverse impact of stale information. Second, SANE’s
two-set design behind its semantic-aware namespace makes
it possible to accurately and timely search updated results.

We adopt the “recall” metric from the field of informa-
tion retrieval to measure the quality of complex-queries. For
a given query q, we denote T ðqÞ the ideal set of k nearest
objects and AðqÞ the actual neighbors reported by SANE.
We define recall ¼ jT ðqÞ\AðqÞjT ðqÞ . Table 1 presents the recall meas-
ures of range and top-k queries in SANE. The experimental
results show that the query results returned by SANE are
reasonably accurate.

Query Latency. Fig. 6 compares the latencies of point-
queries among SmartStore, Spyglass and SANE. The experi-
mental results show that SANE outperforms SmartStore, by
up to 58.2, 52.5, 54.7 and 49.6 percent, and Spyglass, by up to
32.8, 26.7, 28.2 and 24.6 percent, under the HP, MSN, EECS
and Google traces respectively. This again is attributed to the
fact that SANE uses the fast LSH-based hash computation
while SmartStore uses the slow matrix-based LSI tool and
Spyglass depends on subtree partitions in a hierarchical tree
structure. Table 2 compares the latency measures of range
and top-k queries of these three schemes. For complex
queries, SANE consistently and significantly outperforms
SmartStore and Spyglass by at least one order of magnitude.

4.2.2 Scalability

We examine the system scalability by measuring the aver-
age latencies of query and update requests as well as the
number of required network messages as a function of the
system size. The results are shown in Fig. 7.

We observe from Fig. 7a that the latency measure scales
steadily and smoothly as the number of server nodes

TABLE 1
Accuracy of 4,000 Range and 4,000 Top-k (k ¼ 7) Queries

Fig. 5. Average hit rate for point query.

Fig. 6. Point query latency.
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increases from 10 to 80. SANE only needs to carry out sim-
ple hashing computation to accurately find the queried
results that are placed together in a small and flat search
space. Therefore, the upward scaling of system size has
very limited impact on the organization of correlated files,
thus resulting in strong system scalability.

Fig. 7b shows the latency of the update operation intro-
duced in Section 3.5, indicating a near linear scaling. We
issue a total of 1 million update requests and measure the
average latency of each request under different system
scales. Fig. 7c shows that the number of messages required
for query services also scales reasonably with the number of
server nodes. Since query operations run within one or a
very small number of correlated file tuples, SANE avoids
probing any irrelevant nodes and hence reduces the net-
work overhead.

Projecting the scalability trends in an ultra-large scale
system is difficult, if not impossible, to implement. In
this study, we conduct simulations by exponentially scal-
ing the number of server nodes from 100 up to 1,000.
The simulation results in terms of latencies of query and
update requests show that SANE can maintain near-lin-
ear scalability as the system scales up exponentially. We
recognize that these simulations running under ideal
conditions may overestimate the scalability of SANE
since in the simulations we might have underestimated
or ignored some potential bottlenecks, such as network
bandwidth. However, the experimental results do at
least show potentials of the proposed schemes in the
future exascale systems.

5 RELATED WORK

It is worth noting that the essential difference in SANE
from existing work is its flat, rather than hierarchical,
namespace for data-intensive file systems. Semantic file
system (SFS) [36] is one of the first file systems that extend
the traditional file system hierarchies by allowing users to
search customized file attributes. SFS creates virtual direc-
tories based on demand. quFiles [13] provides a simple
and unified view of different copies of files that are opti-
mized for different access contexts, such as network band-
width. SANE uses a new approach that exploits semantic
correlations among files to create a dynamic per-file
namespace to speed up file lookups when full pathnames
are not available. Our approach differs from SFS and
quFiles in that we take into consideration the semantic
context implicitly and explicitly represented in file meta-
data when serving complex queries. Our approach is par-
ticularly helpful in avoiding brute-force search, which is
time-prohibitive in large file systems.

Hadoop [21] has emerged to be a popular platform for
large-scale data analysis but its namespace management
suffers from the single-name-node limitation. The name-
node stores the entire file system namespace in the main
memory and can become a performance bottleneck, thus
limiting the system scalability. In order to overcome the lim-
itation of Hadoop Distributed File System (HDFS), Ceph
[11] and its demonstration system [37] use dynamic subtree
partition to avoid metadata-access hot spots and support fil-
ename-based query. Google file system (GFS) [20] logically
represents its namespace as a lookup table mapping full
pathnames to metadata. Although using a single master
makes the overall metadata design simple and easily imple-
mentable, the single master can become a potential perfor-
mance bottleneck and single point of failure. Haystack [16],
used in Facebook, tries to avoid disk operations when
accessing metadata by leveraging network attached storage
appliances over NFS, and thus performs all metadata look-
ups in the main memory. Unlike SANE, these systems still
inherit many of the innate features of the conventional hier-
archical directory-tree methodology, thus limiting the scal-
ability and functionality for large-scale file systems.

In order to handle the scalability problem of file system
directories, GIGA+ [38] proposed a POSIX-compliant scal-
able directory design to efficiently support hundreds of
thousands of concurrent mutations per second, in particular
in terms of file creations. An extendible hashing-based

Fig. 7. Study of system scalability based on prototype implementation.

TABLE 2
Range & Top-k (k ¼ 7) Latency (Seconds)
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method [39] is used to dynamically partition each directory
to support metadata management for a trillion files. More-
over, with a goal to scale metadata throughput with the
addition of metadata servers, the Ursa Minor distributed
storage system [17] handles metadata operations on items
stored in different metadata servers by consistently and
atomically updating these items. Dynamic subtree partition
[40] offers adaptive management for hierarchical metadata
workloads that evolve over time. In SANE, our focus is not
on how to store a large number of files within a directory.
Instead, we aim to design a new approach that helps
quickly locate target files in a file system with potentially
billions or trillions of files.

Among searchable file systems, Spyglass [7] exploits the
locality of file namespace and skewed distribution of meta-
data to map the namespace hierarchy into a multi-dimen-
sional K-D tree and uses multilevel versioning and
partitioning to maintain consistency. Glance [12], a just-in-
time sampling-based system, can provide accurate answers
for aggregate and top-k queries without prior knowledge.
SmartStore [15] uses the latent semantic indexing (LSI) tool
[41], [42] to aggregate semantically correlated files into
groups and support complex queries. SANE improves the
performance of the query functionalities significantly and
provides real-time responses to metadata queries in seman-
tic-aware namespaces.

6 CONCLUSION AND FUTURE WORK

This paper proposes a new namespace management
scheme, called SANE, that exploits semantic correlations
among files to create a flat, small, and accurate semantic-
aware namespace for each file. The per-file namespace is a
flat structure without an internal hierarchy. For a given file,
its namespace consists of a certain number of the most
closely correlated files. We design an efficient method to
identify semantic correlations among files by using a simple
and fast LSH-based lookup. For each lookup operation,
SANE cost-effectively presents users’ files that might be of
interests. We have implemented SANE as a middleware
that can run on top of most existing file systems, orthogo-
nally to directory trees, to facilitate file lookups. In addition,
the semantic correlation accurately identified in SANE can
be used to improve some system functions, such as data
deduplication and file prefetching. SANE is a valuable tool
for both system developers and users. We intend to release
it for public use in the near future.
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