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Announcements

• Midterm on Friday, the 13th, in class

• Am trying to grade all homeworks by then

• HW#6 will be posted after the final

1



Midterm Notes

• The midterm will be in-person during class time

• Closed book/notes but you are allowed one page

(8.5”x11”) full of notes if you want
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Midterm Content

• Be sure you know the characteristics of an embedded

system, and can make an argument about whether a

system is one or not.

◦ Inside of something (embedded)

◦ Fixed-purpose

◦ Resource constrained

◦ Sensor I/O

◦ Real time constraints (if you use this, be sure you can

explain)
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• Benefits/downsides of using an operating system on an

embedded device

◦ Benefits: “Layer of Abstraction”

◦ Downsides: overhead, timing

• C code

◦ Have you look at some code and know what it is doing

◦ Fill in missing comments

◦ Look at code and find bugs

◦ Mostly know what file I/O, loops, usleep, open/ioctl

(things we’ve done in the homeworks)

• Code Density
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◦ Why is dense code good in embedded systems?

◦ Know why ARM introduced THUMB/THUMB2

• GPIO & i2c

◦ Know some of its limitations (speeds, length of wires,

number of wires, etc)

◦ Don’t need to know the raw protocol

◦ Know the Linux interface (open, ioctl, write) and be

familiar with how those system calls work

• Realtime won’t be on this midterm
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Project Preview

• Posted a PDF with full details to the website

• Can work in groups

• Embedded system (any type, not just Pi)

Pi Pico, Beagleboard, Orange Pi, 271 STM boards,

TS-7600, etc.

• Written in any language (asm, C, python, C++, Java,

Rust, etc.)

• Do some manner of input and some manner of output

using the various capabilities we discussed
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• I have a large amount of i2c, spi, and other devices that

you can borrow if you want to try anything interesting.

• Past projects: games, robots, weather stations, motor

controllers, music visualization, etc.

• Will be a final writeup, and then a short minute

presentation and demo in front of the class during last

week of classes.

• First deadline to worry about: project topics due

November 3rd
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HW#5 – Code Notes – Datasheet

• What does ’X’ mean in this context? (don’t care)

• Bits 15-8 was confusing, it’s because we can ignore bits

7-0 (the i2c address and r/w) as Linux sends those for

us
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HW#5 – Code Notes – Constants

• Enabling oscillator. If want value 2 in top 4 bits, 1 in

bottom 4? Just use 0x21?

(0x2<<4)|(0x1)

• Can we use hex or binary notation?

The shifts make it more explicit what’s going on,

compiler will optimize for you
• “Magic Constants”, you might instead want to do
something like
#define HT16K33_OSCILLATOR_ON (0x2<<4)|(0x1) // p42 of datasheet

buffer[0]=HT16K33_OSCILLATOR_ON;

9



HW#5 Review – Questions – Pi Boot

• Raspberry Pi boot is odd: GPU does it.

Why? Originally the chip was designed to be mostly

GPU.

• sd-card is mildly unusual but not as unusual as GPU
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HW#5 Review – Questions – Bootloader

• Program that loads kernel and jumps to it is called the

bootloader

• Not start.elf or GRUB (those are specific bootloaders)

• Not an init script (those run after the kernel is running)

• Not the boot firmware (this often loads the bootloader.

In some cases firmware can act as a bootloader, but in

that case it is a bootloader)
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HW#5 Review – Questions – Fat32

• A full description of filesystems is a bit beyond this class

• Fat32 is a specific, simple, filesystem with roots going

back to the 1970s via MS-DOS and ran on computers

with less than 16kB of RAM

• The primary reason it is used by boot firmware is because

the code is simple and can be easily coded in a small

amount of C/asm code and can be used for early boot

• Not necessarily written in Assembly

• It’s not default Linux filesystem (default Linux fs is
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something more complex like ext4 or btrfs)
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HW#5 Review – Questions – i2c Reserved
Address

• Skipped i2c – those addresses are reserved.

• For various things, not just “future purposes”

• What happens if you have a device living at address 0x0?

Would it work?
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HW#5 Review – Linux

• wc, diff, piping

cat x.txt | sort | uniq | wc -l

• You may have seen this all before in ECE331

• diff – used when making patches, also git diff

Ask for wc -l which just shows lines. Can also show

words, chars

• These days diff/patch more or less obsoleted by git pull

requests
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i2c Reserved Addresses Reminder

Address R/W Bit Description

000 0000 0 General call address
000 0000 1 START byte (helps make polling cheaper)
000 0001 X CBUS address
000 0010 X Reserved for different bus format
000 0011 X Reserved for future purposes
000 01XX X Hs-mode master code
111 10XX X 10-bit slave addressing
111 11XX X Reserved for future purposes

10-bit addresses work by using special address above with

first 2 bits + R/W, then sending an additional byte with

the lower 8 bits.
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Can you get Real-Time on Modern
Systems?

• Small embedded systems w/o operating system easier

• Some will have small PIO (programmable I/O),

essentially smaller embedded system you can offload

important tasks to (Beaglebone, Pi5)

• Code directly to hardware

• Turn off interrupts

• Turn off/avoid caches/speculation

• Load all of code into memory
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What about on higher end systems?

• Modern hardware does make it difficult with potentially

unpredictable delay

• Hard to program such machines w/o an operating system

• Some machines provide special, deterministic co-

processors to help (PRUs on the beaglebone)

• You can still attempt to get real-time by coding your OS

carefully
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Real Time Operating Systems

How do RTOSes differ from regular OSes?

• Low-latency of OS calls and interrupts (reduced jitter)

• Fast/Advanced Context switching (especially the

scheduler used to pick which jobs to run)

• Often some sort of job priority mechanism that allows

high-importance tasks to run first
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Software Worst Case – IRQ overhead

• OS like Linux will split interrupt handlers into

top/bottom halfs

• Top half will do the bare minimum: ACK the interrupt,

make a note for the OS to handle the rest later, then

immediately return. Tries to keep IRQ latency as small

as possible.

• Bottom half at some later time when nothing else is

going on the OS will carry out the work needed by the
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IRQ (handle a keypress, or a network packet, etc)
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Software Worst Case – Context Switching

• OS provides the illusion of single-user system despite

many processes running, by switching between them

quickly.

• Switch rate in general 100Hz to 1000Hz, but can vary

(and is configurable under Linux). Faster has high

overhead but better responsiveness (guis, etc). Slower

not good for interactive workloads but better for long-

running batch jobs.
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• You need to save register state. Can be slow, especially

with lots of registers.

• When does context switch happen? Periodic timer

interrupt. Certain syscalls (yield, sleep) when a process

gives up its timeslice. When waiting on I/O

• Who decided who gets to run next? The scheduler.

• The scheduler is complex.

• Fair scheduling? If two users each have a process, who

runs when? If one has 99 and one has 1, which runs
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next?

• Linux scheduler was O(N). Then O(1). Now O(log N).

Why not O(N 3)
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